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This paper investigates the psychological traits of individuals' attraction to engaging in hacking behaviors 
(both ethical and illegal/unethical) upon entering the workforce. A new set of scales have been developed 
to assist in the delineation of the three hat categories. We have also developed a scale to measure each 
subject's perception of the probability of being apprehended for violating privacy laws. The results suggest 
that white hat, grey hat, and black hat hackers score high on the Machiavellian and psychopathy scales. 
We also found evidence that grey hatters oppose authority, black hatters score high in the thrill-seeking 
dimension, and white hatters, the good guys, tend to be narcissists. Thrill-seeking was moderately important 
for white hat and black hat hacking, and opposition to authority was significant for grey hat hacking. 
Narcissism was not statistically significant in any of the models. A perceived probability of being 
apprehended had a negative effect on both grey hat and black hat hacking. Additional models were explored 
to examine the relationships among the research variables. 
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INTRODUCTION 
 

The International Data Corporation (Reinsel, 2018) estimates that the amount of stored data will grow 
from 33 zettabytes to 175 zettabytes by 2025 (a zettabyte is one trillion gigabytes). The ongoing protection 
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of this batholith of organizational and personal information is a significant challenge because substantial 
data has monetary and informational value. The Privacy Rights Clearinghouse has been keeping a running 
tab since 2005 on the number of data breaches. In 2005, the number of data breaches made public was 8,804 
("Data Breaches," 2005). Now that number is over 11.7 billion records. The 18 largest breaches in 2018 
involved more than 10.3 million individuals (HIPAA, 2018; Reinsel, 2018). 

The dark side of the abundance of personal information is that even legally protected information can 
be compromised by trusted insiders and external hackers. A substantial portion of privacy violations, 
including embezzlement of funds, pilfering of trade secrets, theft of customer information, theft of 
competitive information, and related fraudulent activities, can be traced to insiders (Robert Willison, 2018), 
and there are many types of insiders that can pose a threat. The United States Cybersecurity and 
Infrastructure Secularity Agency (CISA) defines an insider as "any person who has or had authorized access 
to or knowledge of an organization's resources, including personnel, facilities, information, equipment, 
networks, and systems" (Chickowoski, 2018). In addition to employees, organizations' virtual nature has 
expanded insiders to include contractors, consultants, board members, outsourced business activities such 
as network engineers, software developers, product designers, logistics, sales, vendors, and maintenance 
services. It is challenging to ascertain the boundaries of insider versus an external threat. 

The recent Solar Winds Solara breach highlights the problem of who or what is an insider threat. Solar 
Winds Orion software platform is used to monitor, analyze, and manage IT services. The password for their 
update server was solarwinds123, which hackers easily guessed (Canales, 2020). The attackers then 
installed malware into the Orion production software, and the compromised software was distributed to 
around 18,000 clients.  

Losses from insider attacks can be significant (Crossler et al., 2013), and the average cost of an insider 
attack can exceed $8 million (Chickowoski, 2018). The collateral damage from a breach can lead to long-
term customer loss, lawsuits, and severely damaged reputations. Despite the importance of insiders in 
security management, understanding how their hacking intentions are motivated, based on personal traits, 
is still lacking. This study addresses the gap in the literature by bringing attention to the dark triad, 
opposition to authority, and thrill-seeking traits and their influence on the white hat, black hat, and grey hat 
hacking intentions. 

The current study seeks to address two research questions: 
1. Are the dark triad personality traits consisting of Machiavellianism, narcissism, and 

psychopathy, along with the opposition to authority and thrill-seeking constructs, related to 
behavioral intentions to engage in white hat, black hat, and grey hat hacking? 

2. Does the perception of being caught engaging in illegal violations of privacy laws moderate 
the relationship, and is it inversely related to hacking propensity? 

This research makes several contributions to the information security literature. Our study's first 
significant contribution is a set of dependent variable scales to measure behavioral intentions to engage in 
white hat, black hat, and grey hat hacking. The second significant contribution is integrating psychological 
variables with the economics of crime and rational choice theory frameworks. We included a construct for 
determining if the probability of being apprehended along with the dark triad, opposition to authority, and 
thrill-seeking traits influence an individual's propensity to engage in hacking activities. 

 
RESEARCH ON CYBERSECURITY AND HACKING MOTIVATION 

 
A rich tradition surrounds the hacking persona and the accompanying stereotype. Eric S. Raymond 

presented a portrait of the so-called random hacker that resonates today (Raymond, 2004). He described 
the typical hacker as curious, introverted, and intelligent anti-conformists who had trouble with emotions. 
He noted that typical hackers wore Birkenstocks or went barefoot, wore tie-dyed t-shirts, and were primarily 
scruffy hairy males with libertarian political inclinations. Raymond also suggested they had higher rates of 
attention-deficit syndrome and detested Smurfs, Ewoks, Microsoft, COBOL, and BASIC. 

A modern-day candidate for the prototypical hacker is Elliot Alderson in the Mr. Robot television 
series. Mr. Robot is anti-establishment and anti-capitalism,  with a dissociative identity disorder (Volmar, 
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2017) (Herzog, 2015; Smith, 2019). Elliot is essentially an amalgam of the grey hat and white hat hacker, 
whereas his nemesis is a psychopathic black hat. Mr. Robot has been touted in the popular press as a breath 
of fresh air, different from earlier portrayals of hackers in film and television. 

 
"But the show nails the anthropology of hacking, which is fascinating as all get-out. The 
way hackers decide what they're going to do, and how they're going to do it, is 
unprecedented in social history, because they make up an underground movement that, 
unlike every other underground in the past, has excellent, continuous, global 
communications. They also have intense power struggles, technical and tactical debates, 
and ethical conundrums—the kind of things found in any typical Mr. Robot episode. 
"(Doctorow, 2017) 

 
The Mr. Robot description sounds a lot like the description of the hacker that Raymond put forth many 

years earlier. One of the goals of this research is to understand the psychological underpinnings that lead to 
being attracted to hacking. 

 
Prior Research 

There are few studies involving insider threat behavior (M. Maasberg, Warren, & Beebe, 2015). The 
psychological profiling of hackers has attracted substantial recent research interest, but the empirical results 
are limited (Crossler et al., 2013; Dhillon, Samonas, & Etudo, 2016; Kajtazi, Bulgurcu, Cavusoglu, & 
Benbasat, 2014; Roy Sarkar, 2010; Safa, Maple, Watson, & Von Solms, 2018; Warkentin, Vance, & 
Johnston, 2016). There are two reasons for the limited empirical research on insider threats. One reason for 
the lack of insider information is that organizations are not eager to report insider attacks: an estimated 70% 
are not reported ("WRIT 2018," 2018). This lack of reporting relates to concerns about privacy issues, 
litigation, and the possibility that such revelations would harm the organization's reputation (Soh, Yu, 
Narayanan, Duraisamy, & Chen, 2019). 

Another reason for the paucity of data is that many breaches are undetected—but that does not mean 
organizations have not been compromised. As noted by the United States Cybersecurity and Infrastructure 
Security Agency (CISA), there are two types of organizations: "those whose members have already stolen 
intellectual property, and those who simply do not know it yet" (CISA, 2020). CISA has identified a list of 
predisposition attributes and stressors that could impact an insider to become a threat (see Table 1). These 
characteristics have not been validated using conventional research and empirical methods. 

 
TABLE 1 

VARIABLES THAT ARE RELATED TO INSIDER THREAT 
 

Characteristics of Insiders at Risk of Becoming a Threat (CISA, 2020) 
• Alcoholism 
• History of rules violations 
• History of criminal conduct 
• Convictions 
• History of aggression and violence 
• Self-injury 

• Lack of social skills 
• Inability to get along with others 
• Compulsive behavior 
• Psychopathy 
• Narcissism 
 

 
Psychological Research on Hackers 

Freed (Freed, 2014) found that cybersecurity specialists differ from IT professionals. She compared 72 
cybersecurity professionals and 46 information technology employees and found that cybersecurity 
specialists have significantly higher Openness, Assertiveness, Extraversion, and Adventurousness scores 
and significantly lower Agreeableness, Sympathy, Trust, Vulnerability, and Self-Consciousness scores. 
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Many hackers are motivated by what they dislike, rather than what they do like (Madarie, 2017). This 
may account for the discrepancies between what "experts" believe motivates hackers and what motivates 
them. Hacking frequency is driven by peer recognition, respect, and the opportunity to engage in team play, 
not by intellectual challenge, curiosity, or even the pursuit of justice. Motivations identified for participating 
in hacking behavior include revenge, ideology, fun, thrills, survival, notoriety, recreation, and profit 
(Crossler et al., 2013; Seebruck, 2015). 

There has been an increased interest in using the dark triad to understand the motivation to participate 
in hacking. The dark triad refers to a group of three personality traits that are considered socially 
undesirable. They include Machiavellianism (manipulative, deceitful, and exploitive), narcissism (self-
centered and attention-seeking), and psychopathy (lack of remorse, cynical, and insensitive) (Jonason & 
Webster, 2010; Jones & Paulhus, 2017; Paulhus & Williams, 2002). These measures are related, but they 
are nevertheless distinct constructs (Jones & Paulhus, 2014; Paulhus & Williams, 2002). Many of the dark 
triad personality traits are used by the press and by security experts to describe criminal activity by insiders. 
They have been postulated as important psychological traits contributing to interests in hacking and other 
inappropriate cyber activities. In a study of 324 adolescents between 14 and 18, cyber-aggression was 
related to psychopathy. Cyber-aggression included spreading rumors, insulting, damaging personal 
reputations, and hacking Facebook accounts. However, narcissism and Machiavellianism were not 
associated with cyber-aggression (Lopes & Yu, 2017; Pabian, De Backer, & Vandebosch, 2015). Antisocial 
trolling has been associated with high scores on the dark triad (Lopes & Yu, 2017). 

A survey of 768 Amazon Mechanical Turk (AMT) IT professionals found that Machiavellianism, 
narcissism, and psychopathy were related to sympathy for an individual who posted salary information of 
higher-paid coworkers (M. Maasberg, Van Slyke Crag, Ellis, Selwyn, Beebe, Nicole, 2020). However, that 
study reported limited statistical results; they only reported beta weights for the dark triad and did not 
include any correlations or model fit indices. 

Another recent study investigated the relationships between computer abuse, narcissism, psychopathy, 
and other personality variables (Seigfried-Spellar, Villacis-Vukadinovic, & Lynam, 2017). In the study, 
235 AMT respondents participated an extensive survey containing 200 items. Emotional stability had a 
0.08 correlation with total computer crime (r2 = 0.01), disinhibition had a 0.37 correlation with total 
computer crime (r2 = 0.14), and the correlation between narcissism and total computer crime was 0.26 (r2 
= 0.07). 

 
The Genesis of White Hat, Black Hat, and Grey Hat Hacking 

The white hat, black hat, and grey hat hacker typology has been around for several years, and these 
terms have also been popular in hacking communities (Holt, 2010), academic communities (Farooqi et al., 
2017; Lee, 2017; Mahmood, Siponen, Straub, Rao, & Raghu, 2010), and the popular press (Hoffman, 2017). 
Conceptual clarity is essential for theory development (Weber, 2012), so we developed a scale to structure 
and clarified the meanings of the white hat, grey hat, and black hat constructs. White hat hackers, sometimes 
referred to as ethical hackers (Palmer, 2001), assist system owners in detecting and fixing security system 
vulnerabilities. They are referred to as ethical hackers because they do not violate laws, even though they 
use many of the same tools as black hat and grey hat hackers. 

Black hat hackers, sometimes called crackers, are typically motivated by personal gains from illegally 
breaching computer systems (Krit & Haimoud, 2016). However, they might also be social mischief-makers 
seeking the thrill of the attack, revenge, or notoriety. Grey hats tend to have ideological motivations that 
translate to hacking attacks against an adversarial political position, a company policy, or nation-state. The 
grey hat hacker lies somewhere between the extremes of black hat and white hat hacking by operating on 
the fringe of criminal and civil liability (Kirsch, 2104). Grey hats are sometimes referred to as hacktivists. 
They can be white hats by day and help their companies to detect and mitigate flaws in systems and, at 
night, engage in ideological hacking activities to correct perceived wrongs. 
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Economics of Crime Literature 
Engaging in criminal activity involves choices of consequences and opportunities, and individuals 

perceive them differently. Becker's paper on the market for criminal activity posits that potential criminals 
examine returns on an illegal activity as a function of the probability of being apprehended and the severity 
of the punishment. Individuals can be deterred, despite possible monetary gains, if the probability and 
severity of punishment are sufficiently high (Becker, 1968; Levitt, 2017). The market model assumes that 
offenders have expectations about returns, the potential for being caught, and the resulting punishment 
(Gaia et al. 2020). 

The economics of crime literature assumes that wrongdoers use a calculus of rational choice in 
determining whether to engage in criminal activity (Becker, 1968; Loughran, Paternoster, Chalfin, & 
Wilson, 2016). There are ongoing discussions by behavioral economists concerning rational decision-
making. Behavioral economists do not abandon the notion that humans can be rationale, but they think that 
there are situations in which decision-making is less than rational and that more robust models are needed 
to understand the vagaries of human behavior (Jolls, Sunstein, & Thaler, 1998; Kahneman & Tversky, 
1979; Thaler, 2008, 2017; Tversky & Kahneman, 1992). In this study, we will draw on a combination of 
traditional economics, behavioral economics, and psychological motivation to model choice behavior 
related to hacking behavior and criminal activity. 

 
RESEARCH MODEL AND HYPOTHESIS 

 
We intend to understand the role of five psychological variables and the probability of being 

apprehended, in relation to the attractiveness to participate in white hat, grey hat, and black hat hacking. 
Figure 1 presents the conceptual model depicting relationships between hacking motivations, personal 
traits, and three types of hacking intentions. We argue that five individual factors influence the three types 
of hacking intentions differently, moderated by different probabilities of being apprehended in different 
situations. 

Our first hypothesis is related to the psychology of hackers. For example, Maasberg et al. (M. Maasberg 
et al., 2015) proposed a research model that integrated the dark triad and the capability, motive, and 
opportunity (CMO) framework. We also draw on several research studies investigating the relationship 
between computer abuse and crime as influenced by narcissism, Machiavellianism, and psychopathy as 
additional justification (M. Maasberg, Van Slyke Crag, Ellis, Selwyn, Beebe, Nicole, 2020; Nevin, 2015; 
Pabian et al., 2015; Seigfried-Spellar et al., 2017). 
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FIGURE 1 
RESEARCH MODEL 

 

 
 

H1: The dark triad, Machiavellianism, narcissism, and psychopathy are essential predictors of interest in 
white hat, grey hat, and black hat hacking. 

 
Thrill-seeking behavior has been consistently touted as a motivation for hacking (Rogers, 2006; Rogers, 

Seigfried, & Tidke, 2006). Thrill-seekers derive pleasure from the excitement of hacking (Bachmann, 
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2010). Indeed, some believe that the days of the hacker as a thrill-seeker have morphed into the larger role 
of state-sponsored hackers (Waldrop, 2016). We included a thrill-seeking scale because it is used to describe 
many individuals who are attracted to hacking (Seigfried-Spellar et al., 2017) because many hackers are 
motivated by a combination of fun, thrill-seeking, excitement, and curiosity (Madarie, 2017). 

 
H2: Interest in thrill seeking is an essential predictor of interest in white hat, grey hat, and black hat 
hacking. 

 
In the form of hacktivism, civil disobedience has emerged as a go-to strategy for disrupting 

organizational and even national activities (Sauter, 2014). Trolls and hackers have much in common (Lopes 
& Yu, 2017). There is some evidence that boredom, attention-seeking, and revenge motivate both trolls and 
hackers. However, hackers seem to be driven by freedom of expression and an anti-bureaucracy orientation 
and a mistrust of authority (Shachaf & Hara, 2010). We included a scale for opposition to authority to 
determine if this construct influenced engagement in one of the three hat activities (Seigfried-Spellar et al., 
2017). 

 
H3: Opposition to authority is an essential predictor of interest in white hat, grey hat, and black hat 
hacking. 

 
Engaging in criminal activity involves a choice involving opportunities and consequences, and 

individuals perceive them differently. Our intention is to integrate the economics of the crime model with 
key psychological variables. The issue is whether individuals can be deterred if there is a high perceived 
likelihood of being apprehended (Myers, 1983). As noted earlier, the market model for crime assumes that 
offenders, victims, and law enforcement engage in optimizing behaviors related to their preferences and 
that offenders have expectations about returns, and individual sensitivity for being caught and the resulting 
punishment (Levitt, 2017). Thus, we include a construct to determine if the probability of being 
apprehended moderates the tendency to engage in black hat and grey hat hacking activities. White hat 
hacking is not illegal, and therefore it will not have an effect on the propensity to engage in that type of 
hacking. 

 
H4: The probability of being apprehended moderates interest in grey hat, and black hat hacking, but not 
white hat hacking. 

 
Scale Development for the Hacking Typology 

Scales were developed by surveying the academic and professional literature and having discussions 
with experts in security and privacy research. The six white hat items include technical and social 
engineering hacking behaviors. Social engineering hackers exploit people and systems through the social 
manipulation of people, involving interactions that use disguises, ploys, and psychological tricks to achieve 
intrusion (Applegate, 2009; Erbschloe, 2005). This is in contrast to technical attacks that require 
sophisticated knowledge to attack a system. The four black hat items involve financial attacks that are 
motivated by personal gains for breaching computer systems. These activities are typically illegal. The three 
grey hat items are in the middle ground. They are ideological activities engaged in correcting a perceived 
wrong, and they might be unlawful. 

The study follows the criteria recommended by Agarwal and Prasad (Agarwal & Prasad, 1998) for 
choosing survey items, removing items that are not relevant to the specific innovation examined in the 
study, and deleting items that are similar to other items. By using these criteria, the selected items ensure 
complete coverage of the constructs at hand. The various hat items represent behavioral intentions to engage 
in white hat, grey hat, and black hat hacking. We initially identified 18 items for the hat typology and then 
reduced them down to 16 items based on item analyses. We removed two items from the grey hat scale 
because of the overlapping coverage manifested by the variance inflation factor being above five. The 
wording for the scales and the item loadings for all of the scales can be found in Appendix 1. 
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The Dark Triad, Thrill Seeking, and Opposition to Authority Constructs 
We chose the Dark Triad Dirty Dozen for this study because these concise scales contain only four 

items for Machiavellianism, narcissism, and psychopathy (Jonason & Webster, 2010). These scales also 
have been used extensively, have reasonable psychometric properties with acceptable convergent and 
discriminate validity, and have been adapted for several cultures (Czarna, Jonason, Dufner, & Kossowska, 
2016; Jonason & Luevano, 2013; Ozsoy, Rauthmann, Jonason, & Ardic, 2017; Savard, Simard, & Jonason, 
2017). 

In general, the dark triad traits are viewed as being undesirable. However, research suggests that these 
traits have a dark side and a positive side (Volmer, Koch, & Goritz, 2016). A German study found that 
leaders with Machiavellianism and psychopathy personality traits were detrimental to employee well-being. 
In contrast, subordinates rating leaders high on the narcissism scale reported better career success, higher 
salaries, and more promotions. We suspect that individuals engaged in hacking, whether white hat or black 
hat, may have manifestations of Machiavellianism and psychopathy. That is, ethical white hat individuals 
may exhibit Machiavellianism and psychopathy tendencies. Note that we are not trying to detect whether 
the respondents are, for example, psychopaths; instead, we are investigating the association between the 
propensity to engage in white, black, or grey hacking behavior and the level of psychopathy. 

As noted earlier, it is often assumed that hackers are thrill-seekers. Many hackers are motivated by fun, 
thrill-seeking, excitement, and curiosity (Madarie, 2017). This study uses a thrill-seeking scale that 
Seigfried-Spellar et al. (Seigfried-Spellar et al., 2017) used to examine computer crime and abuse. Hackers 
are often viewed as being anti-bureaucratic and mistrusting authority (Rogers et al., 2006). We, therefore, 
included an opposition to authority scale to determine if this construct influenced engagement in one of the 
three hat activities (Seigfried-Spellar et al., 2017). 

 
Probability of Being Apprehended 

The probability of being apprehended construct was initially developed as part of another large study 
involving 523 subjects and was focused on the economics of crime (Gaia et al. 2020). That study's objective 
was to identify the role of monetary incentives in violating HIPAA regulations and privacy laws in the next 
generation of employees. The research model was developed using the economics of crime and rational 
choice theory frameworks to identify situations in which employees might engage in illegal breach 
behaviors. 

We developed four scenarios to determine if the probability of being apprehended increases the level 
of monetary incentives necessary to encourage people to violate HIPAA laws through obtaining health care 
information illegally and releasing that information to individuals and media outlets. The four scenarios 
were used to construct a latent variable labeled the probability of being apprehended and measure each 
subject's perceived likelihood of being caught. 

An example scenario is described below: 
 

Suppose you are a nurse's aide at a hospital, and you earn $30,000 per year. A friend asks 
you to get them some information on a patient you have been caring for. … What amount 
of money would you take to make this acceptable? … What do you think is the likelihood 
of getting caught if you accept the money? 

 
DATA COLLECTION AND ANALYSIS 

 
We recruited subjects from sophomore and junior undergraduates majoring in management and 

computer science enrolled at a state research institution in the northeastern United States. All subjects 
participated in the survey voluntarily; they were advised that they could withdraw from participation at any 
time without penalty. All participants were given extra credit for participating in the study. 

The questionnaire was refined and distributed to 474 students in an undergraduate statistics course in a 
management school and an undergraduate computer science course on data-intensive computing. We 
believe that studying these two populations, management, and computer science students, provides a solid 
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foundation for researching and investigating other populations. They will be entering the workforce in the 
immediate future, and from our experience, they are less concerned with issues of social desirability.  

It is challenging to get actual organizations to participate in this kind of study. That is, organizations 
do not want to risk reputation damage and social desirability bias, and therefore, organization employees 
would serve as poor candidates for this type of study. Personality data gathered from employees is usually 
biased and unreliable. Social desirability bias is a problem in studies involving abilities, personality, and 
illegal activities. It occurs when subjects are less prone to answer questions truthfully to diminish their 
social prestige (Akbulut, Donmez, & Dursun, 2017; Dodou & de Winter, 2014). Individuals tend to over-
report "good behavior" and under-report "bad behavior." Subjects often tend to deny Illegal acts. 

We removed from the analysis any subjects who were missing more than 10% of the values or took 
less than two minutes to complete the survey because speedy responses tend to introduce noise into the 
results (Greszki, Meyer, & Schoen, 2015). The number of valid surveys was 439, with a participation rate 
of 92%. There were 246 students from the school of management and 193 students from computer science 
in the study. Seventy-two percent of the subjects were male, and 28% were female. The average age of the 
subjects was between 20 and 21. Thirty-eight percent were White, 1.6% Black, 2.1% Hispanic, 54% Asian, 
and 4% other. 

We used SmartPLS 3.0 for the analysis. Partial least squares (PLS) analysis is robust, resistant to 
statistical inadequacies, and effective in handling complex multidimensional constructs (Henseler & Chin, 
2010). Because our research model includes six reflective sub-latent variables and we were also interested 
in prediction, PLS deems suitable for this research (Henseler, 2018). We tested the white hat, grey hat, and 
black hat models separately; we report only the significant paths to make the exposition and explanation 
clearer. The p values were generated using 500 bootstrapped samples. 

 
Measurement Assessment 

We examined individual loadings and internal consistency to test for item reliability. Loadings for all 
measurement items were above 0.7, except for one of the narcissism items for the grey hat model (Narc1 
with an outer loading of 0.625). Table 2 illustrates that Cronbach's alpha for every construct was greater 
than 0.7, thus indicating internal reliability (Werts, Linn, & Joreskog, 1974). We assessed discriminant 
validity using the average variance extracted (AVE). The square root of the AVE should be higher than the 
correlations among the constructs. Table 2 shows Cronbach's alpha, the composite reliability, and the 
average variance extracted for the constructs. 
 

TABLE 2 
LATENT VARIABLE STATISTICS 

 
Independent Variables 
 Cronbach's 

Alpha 
Composite 
Reliability 

Average Variance 
Extracted 

Machiavellian 0.877 0.915 0.729 
Narcissistic 0.829 0.877 0.641 
Opposition 0.867 0.909 0.715 
Psychopathy 0.838 0.892 0.674 
Thrill seeking 0.877 0.912 0.723 
Probability of being apprehended 0.885 0.920 0.743 
Dependent Variables 
 Cronbach's 

Alpha 
Composite 
Reliability 

Average Variance 
Extracted 

White hat 0.953 0.962 0.782 
Black hat 0.903 0.933 0.778 
Grey hat 0.895 0.934 0.826 
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Model Assessment 
The essential criterion for evaluating PLS path models is the r2, or the coefficient of determination. All 

of the r2 values for the models were above 0.29. According to Cohen (Cohen, 1992), a small r2 effect size 
is less than approximately 0.14, a medium effect size is between 0.14 and 0.26, and a large effect size is 
greater than 0.26. All the effect sizes were greater than the threshold of the medium effect size. 

 
White Hat Results 

The r2 for the white hat model was 0.407. Machiavellianism, narcissism, psychopathy, and thrill-
seeking were predictors of individuals attracted to white hat hacking. Psychopathy and Machiavellianism 
were strong predictors of individuals attracted to white hat hacking (see Figure 2). The p values for the 
model coefficients are in parentheses. As anticipated, the probability of apprehension was not a significant 
predictor of white hat hacking because white hat hacking is not illegal. Recall that we are not showing paths 
with non-significant p values to simplify the presentation of the results. 

 
FIGURE 2 

WHITE HAT MODEL RESULTS 
 

 
 

Grey Hat Results 
The r2 for the grey hat model was 0.297. Opposition to authority, Machiavellianism, and psychopathy 

were statistically significant predictors of attraction to grey hat hacking (see Figure 3). The p values for the 
model coefficients are in parentheses. 
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FIGURE 3 
GREY HAT MODEL RESULTS 

 

 
 

We anticipated that individuals attracted to grey hat hacking would be higher on the opposition to 
authority scale because they would have ideological motivations that translate to actions against political 
figures, company policies, or even nations. A priori, we were not sure that opposition to authority would 
be statistically significant for white hats and black hats. Opposition to authority was not a significant 
predictor of attraction to white hat and grey hat hacking. The coefficient for the probability of apprehension 
was negative and statistically significant. This result supports the deterrence effect of the perceived 
probability of being caught. 

 
Black Hat Results 

The r2 for the black hat model was 0.372. Thrill-seeking, Machiavellianism, psychopathy, and the 
probability of apprehension were statistically significant predictors of attraction to black hat hacking (see 
Figure 4). The p values for the model coefficients are in parentheses. 
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FIGURE 4 
BLACK HAT MODEL RESULTS 

 

 
 
We were not surprised that individuals interested in black hat hacking would be in it for the thrills 

because black hat hacking is illegal, and thrill-seeking is often a factor in any type of crime, particularly for 
younger people (Hirschi & Gottfredson, 1983). Thrill-seeking relates to curiosity, the desire for knowledge, 
and adaptation (Reio, Petrosko, Wiswell, & Thongsukmag, 2006). A black hat is primarily motivated by 
personal gains from breaching computer systems illegally and might also be mischief-makers who are in it 
for the thrill of the attack and for notoriety. The coefficient for the probability of apprehension was negative 
and statistically significant, thus supporting the deterrence effect of the perceived probability of being 
caught in black hat hacking. 

 
Will White Hat Hacking Lead to Grey Hat and Black Hat Hacking? 

A natural question is whether white hat hackers would drift to becoming grey hat or even black hat 
hackers. A famous example of this drift to the dark side can be found in American Kingpin (Bilton, 2017). 
It is the story of Ross Ulbricht, who developed the darknet market website called Silk Road. One of the 
government agents investigating him was subsequently lured to the criminal side because of the monetary 
attraction. Recent research suggests that monetary incentives can play an essential role in the next 
generation of employees' propensity to violate privacy laws.  

Machiavellianism, narcissism, psychopathy, and thrill-seeking again predicted attraction to white hat 
hacking. Psychopathy and Machiavellianism were especially strong predictors of attraction to white hat 
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hacking (see Figure 5). The r2 for the white hat construct was 0.406. The r2 for the grey hat construct was 
0.440, and for the black hat, the construct was 0.418. The coefficients for the probability of apprehension 
were negative and statistically significant for both black hat and grey hat hacking, thus supporting the 
deterrence effect of the perceived probability of being caught for both. The implication is that, given the 
right situation, a white hat hacker would drift toward the dark side. 

 
FIGURE 5 

WHITE HAT HACKING AS AN ANTECEDENT TO BLACK HAT AND GREY HAT HACKING 
 

 
 

Comparing Management and Computer Science Students 
Our original research model did not include a comparison because we were unsure if the two groups 

would differ in terms of how the independent variables would affect the propensity to participate in hacking. 
Figure 6 shows the trimmed significant paths for the 246 management students. The probability of 
apprehension, Machiavellianism, narcissism, psychopathy, and thrill-seeking again predicted attraction to 
white hat hacking; Machiavellianism was the strongest predictor. The r2 for the white hat construct was 
0.395. The r2 for the grey hat construct was 0.387, and for the black hat, the construct was 0.321. 
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FIGURE 6 
MANAGEMENT MODEL 

 

 
 

Figure 7 shows the trimmed results of the significant paths for the 193 computer science students. 
Machiavellianism, psychopathy, and thrill-seeking were predictors of attraction to white hat hacking; 
psychopathy was the strongest predictor. The r2 for the white hat construct was 0.436. The r2 for the grey 
hat construct was 0.543. For the black hat construct, it was 0.552. Interestingly, unlike the management 
students, the probability of being apprehended did not statistically influence the model. The coefficients for 
the perceived probability of being caught were lower for computer science students than for management 
students and were not significant for grey hat hacking. The implication is that a perceived higher probability 
of being caught will deter management students from black hat and grey hat hacking more than computer 
science students. 
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FIGURE 7 
COMPUTER SCIENCE MODEL 

 

 
 
CONCLUSION 

 
Organizations can engage in several activities to prevent or reduce the impact of security breaches. For 

example, preventive measures like sophisticated monitoring technologies and multi-factor authentication 
can be used to preclude unauthorized access to buildings, software, and databases. Organizations can 
monitor and record privileged activity sessions as users access files, folders, databases, servers, 
applications, hardware, and buildings. Organizations typically focus on technical preventives because they 
are easy to implement and they are under the control of the organization. It takes a significant commitment 
of resources to employ deterrent strategies that focus on the apprehension and punishment of perpetrators 
and education, legal campaigns, and fear appeals. 

Using the dark triad personality traits to evaluate new employees as security threats is possible (M. 
Maasberg et al., 2015). However, this strategy should be approached cautiously for practical, ethical, and 
privacy reasons. We found that white hat hackers have Machiavellian, narcissism, psychopathy, and thrill-
seeking traits. However, that does not mean they will migrate to become black hats. More importantly, they 
are needed to counter black hat and grey hat attacks. 

Even if surveys like the Dark Triad Dirty Dozen are administered to potential employees, the results 
will undoubtedly be biased. Prospective employees may not answer such questions truthfully because they 
will not want to diminish their social prestige (Akbulut et al., 2017; Dodou & de Winter, 2014). People tend 
to over-report "good behavior" and under-report "bad behavior." Being deceitful and manipulative, lacking 
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remorse, and being unconcerned with the morality of one's actions certainly diminish one's social prestige. 
Indeed, we were surprised that so many of the subjects were so candid in their responses to the survey 
questions. Since it is unlikely that potential employees would be very candid in answering the dark triad 
questions, the only way organizations could obtain this type of information is to conduct a 360-degree 
analysis of each employee's personality. Such a tactic would, of course, present numerous social, legal, and 
ethical issues. 

The Carnegie Mellon University Software Engineering Institute (SEI) has identified detailed 
procedures in its guide for countering insider threats (T. Michael et al., , 2019). These guidelines are 
extensive, including policymaking, the development of organizational control and monitoring systems, 
hiring practices, privileged access guidelines, and addressing behavioral issues. An important takeaway 
from the SEI insider report is the use of positive incentives such as connecting, engaging, and supporting 
employees along with negative incentives in the form of restrictions, monitoring, sanctions, and 
punishments. Positive incentives are more effective in achieving security when using small teams. The net 
result is that positive incentives might reduce the frequency of insider misbehavior. However, as noted by 
CISA, detecting and dealing with insider threats is a complex issue. Table 3 presents an overview of the 
issues involved in developing a successful mitigation strategy to counter insider threats (CISA, 2020). 
 

TABLE 3 
KEY POINTS FROM CISA (2020) RELATED TO INSIDER THREATS 

 
• A successful program will recognize that the insider threat evolves over time and exhibits 

multiple overlapping detectable and observable behaviors. 
• Behavior is what matters most, not the motivation, whether it is political, religious, ideological, 

financial gain, or revenge. 
• Confirmation of any threat indicator requires a solid understanding of context; recognizing 

that people often display behaviors representative of an individual point in their life that may not 
result in a direct expression of a threat. 

• Exhibiting no indicators does not guarantee that a person will not pose an insider threat. 
• Professional stressors have the additional effect of creating potential grievances against an 

employer, organization, or agency. 
• Behavioral indicators reflect patterns of activity over time, based on the way the insider 

interacts within the organization. These indicators are directly observable by peers, HR 
personnel, supervisors, managers, and technological systems. 

• Technical indicators are those that require direct application of IT systems and tools to 
detect. UAM is the most frequently used application for the detection of technical insider threat 
indicators. 

• Violence carries specific behaviors or collections of behaviors that instill fear or generate a 
concern that a person might act out violently. 

• People are key sensors for the detection and identification of an insider threat. People may 
have an awareness of the predispositions, stressors, and behaviors of insiders who may be 
considering taking violent actions toward an organization. 

• Those who perpetrate violence or steal data or secrets often leak their plans or grievances. 
It is well established that a person of concern will tell others of their intent or plan at a much 
greater rate than they will tell the target of their plan. 

• As part of an organization's or business' obligation to provide a safe environment, the insider 
threat policies and programs should always consider a commitment to support domestic 
violence victims and to take protective steps when such violence threatens to intrude on the 
workplace or organization. 
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Hacking knowledge is a two-edged sword that can be used for mischief and to counter attacks against 
individuals, organizations, and society. The key is constant organizational attention to security issues and 
the development of educational and training programs. Developing security education, training, and 
awareness (SETA) is always a challenge. It is not enough to have employees complete a security training 
class online or even in person. Employees need to be immersed in security training, receive feedback, and 
interact with other employees on security issues (Yoo, Sanders, & Cerveny, 2018). 

As noted earlier, wrongdoers use a calculus of rational choice in determining whether to engage in 
criminal activity (Becker, 1968; Gaia, Wang, Yoo, & Sanders, 2020; Loughran et al., 2016). This calculus 
is affected by an individual's personality traits related to the probability of being caught. Improvements in 
technology and attention to organizational processes for addressing and preventing security breaches are 
the key to reducing insider threats. Research has shown that higher perceptions of getting caught can be a 
deterrent to committing cybercrime. In this study, this relationship was only held for the management 
students. This relationship did not hold for computer science students in the study. The real dilemma is that 
the probability of being apprehended and convicted is exceedingly small (Gaia et al., 2020). Between April 
2003 and July 2018, 186,453 health information privacy complaints were submitted to the US Department 
of Health and Human Services. However, the Department of Justice levied very few fines and jail sentences 
during that period. One security expert estimated that for every individual who gets caught, 10,000 people 
go free and for every individual prosecuted successfully, 100 go free or just receive a warning (Gaia et al., 
2020). 
 
FUTURE RESEARCH 

 
The COVID-19 pandemic has placed additional stress on society, companies, and individuals. Forrester 

estimates that one in three data breaches in 2021 will come from insiders and that the number of insider 
incidents will increase by 25% because of the COVID-19 pandemic because of the rapid push to remote 
work, employee feelings of job insecurity, and the ease of moving stolen company data because of the 
nature of the cloud and the availability of large data pipelines (Weston, 2020). 

Further validation of the white hat, grey hat, and black hat constructs is the next step. It would also be 
desirable to obtain a sample from a variety of organizations and industries. Caution is needed because data 
from organizations where employees will be guarded when they are asked if they would participate in grey 
hat and black hat activities because trust and social desirability issues loom large with individuals already 
in the workforce. 

Social bond theory and situational crime prevention theory are being applied to address insider threats. 
The idea is to reduce the rewards, remove excuses, increase negative attitudes towards misbehavior, and 
generate social bonds that lead to organizational security policies (Safa et al., 2018). These theories have 
the potential to assist an organization in developing behavioral approaches to curb insider threats. The 
changing dynamics of societal systems and the stress it has placed on employees will need to be addressed. 
Future research will need to address and replicate the findings in a more age-diverse sample across a multi-
generational workforce. 
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APPENDIX  
 
Research Variables 

 
Dependent Variables 

Seven-item scales ranging from strongly disagree to strongly agree 
Type of 
Question 

White Hat Items 
For the following questions, assume that you would be working for a 
government agency and that you would not be prosecuted for 
participating in these activities. Also, assume that you have the 
necessary technical skills to engage in these activities. Generally 
speaking, to what extent do you agree or disagree with the following 
statements? 

Loadings 

Social 
engineering 

I would like to pretend I am an authority figure to obtain a password. .871 

Social 
engineering 

I would like to observe a person's behavioral patterns over a week and use 
that as a way to obtain their personal information. 

.846 

Social 
engineering 

I would like to use manipulative emails to obtain private information or 
install malware on computers. 

.898 

Social 
engineering 

I would like to sneak into buildings using a lock pick, by following 
someone else, or by using an electronic device to counter the lock system. 

.886 

Technical I would like to use password crackers to break into computer accounts. .910 
Technical I would like to set up a website that looks like a real website to trick 

people into entering their personal information. 
.877 

Technical I would like to be able to capture information that people use in wireless 
networks. 

.900 

   

 Black Hat Items 
For the following questions, assume that you would not get caught for 
participating in the following activities and that you have the 
necessary technical skills to engage in these activities. Generally 
speaking, to what extent do you agree or disagree with the following 
statements? 

 

Financial  I could see myself engaging in hacking attacks if I needed money to help a 
family member pay $200,000 for medical treatment for a life-threatening 
medical procedure not covered by insurance. 

.789 

Financial I could see myself engaging in hacking attacks if I needed money to 
purchase a $400,000 house for my family. 

.931 

Financial I could see myself engaging in hacking attacks if I needed money to 
purchase a new $60,000 car that I could not afford. 

.877 

Financial I could see myself engaging in hacking attacks if I needed money to pay 
off a credit card debt that had reached $100,000 and I was just fired from 
my job. 

.924 
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 Grey Hat Items 
For the following questions, assume that you would not get caught for 
participating in the following activities and that you have the 
necessary technical skills to engage in these activities. Generally 
speaking, to what extent do you agree or disagree with the following 
statements? 

 

Hacktivist I could see myself engaging in hacking attacks against a company that was 
supporting a political candidate that I did not like. 

.918 

Hacktivist I could see myself engaging in hacking attacks against a Twitter account of 
a person that had extreme views that I did not believe in. 

.920 

Hacktivist I could see myself engaging in hacking attacks against a government 
agency that was engaging in an activity that I felt was wrong. 

.888 

 
Independent Variables 

Seven-item scale ranging from strongly disagree to strongly agree except for probability of 
apprehension 

Construct Items Loadings 
Machiavellian I have used deceit or lied to get my way. .820 
Machiavellian I tend to manipulate others to get my way. .900 
Machiavellian I have used flattery to get my way. .818 
Machiavellian I tend to exploit others towards my own end. .876 
Narcissism I tend to want others to admire me. .732 
Narcissism I tend to want others to pay attention to me. .791 
Narcissism I tend to expect special favors from others. .855 
Narcissism I tend to seek prestige or status. .821 
Psychopathy I tend to lack remorse. .849 
Psychopathy I tend to be callous or insensitive. .866 
Psychopathy I tend to be unconcerned with the morality of my actions. .818 
Psychopathy I tend to be cynical. .748 
Thrill seeking I will try almost anything to get my "thrills." .734 
Thrill seeking I am a bit of a daredevil. .829 
Thrill seeking I would risk injury to do something exciting. .906 
Thrill seeking I like doing things that are risky or dangerous. .920 
Opposition to 
authority 

I get a kick out of challenging so-called authority figures. .823 

Opposition to 
authority 

I am known as a bit of a rebel. .885 

Opposition to 
authority 

Rules are made to be broken. .866 

Opposition to 
authority 

I am not very good at following orders. .807 

Probability of 
apprehension 

Suppose you are a nurse's aide at a hospital, and you earn $30,000 
per year. A friend asks you to get them some information on a 
patient you have been caring for. What do you think is the 
likelihood of getting caught, if you accept the money? 

.853 

Probability of 
apprehension 

Suppose you work for an insurance company and make $60,000 per 
year. A relative asks you to get insurance data on a famous local 
celebrity from the organization you work for. What do you think is 
the likelihood of getting caught, if you accept the money? 

.880 
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Probability of 
apprehension 

Your mother has just been diagnosed with a rare condition that 
causes kidney failure and is fatal if untreated. This condition can be 
treated, but the treatment is still considered experimental and is 
therefore not covered by health insurance, nor is it eligible for any 
type of financial assistance. The treatment is available both 
nationally and internationally and costs $100,000. A media outlet 
approaches you to get information about a famous politician and 
offers to pay you $100,000 for that information. This money can 
save your mother's life. What do you think is the likelihood of 
getting caught, if you accept the money? 

.849 

Probability of 
apprehension 

Your best friend has been in an all-terrain vehicle (ATV) accident in 
a rural area of Kansas. He/she has life-threatening injuries and needs 
air medical transportation to receive lifesaving medical care. The 
medical air evacuation is not covered by insurance and costs 
$100,000. Your best friend will not survive ground transportation or 
local medical care. A media outlet offers you $100,000 to obtain the 
health care records of a famous reality television star. This money 
can save your best friend's life. What do you think is the likelihood 
of getting caught, if you accept the money? 

.865 

 


